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1 INTRODUCTION

1.1 Motivation

During the development stage of condensed-phase, energetic materials (propellants and
explosives) there is often a trade-off between performance, associated with energy content of the
material, and the potential for inadvertent ignition and transition to detonation [1,2]. In the case of
rocket propellants, thrust and specific impulse are often improved by the addition of high-energy
ingredients (i.e., RDX and HMX) to the propellant formulation [3]. It is well documented that
initiation scenarios are possible during all phases of the energetic material's life cycle including;
processing, transportation, testing, handling, and use [4]. The interest in developing energetic
materials that are both high performance and insensitive has led to a significant quantity of research
focused primarily on characterizing the sensitivity of energetic materials to various stimuli (thermal,
mechanical, and electrical), and on identifying the mechanisms involved in initiation and
detonation. Development of methods to predict the hazards associated with current energetic
materials, and the incorporation of these methods into the design process for new formulations, is
the ultimate goal of much of the previous research [5]. '

Unfortunately, an understanding of energetic material initiation mechanisms at a fundamental
level is a difficult task. Many of the current test methods are considered inadequate for hazards
characterization since they provide little insight into the actual physical processes occurring during
an initiation event [2]. Until the recent development of advanced experimental techniques, most of
the previous studies were limited to examining the effects of material parameters, such as porosity,
on initiation sensitivity, and on characterizing the initiation properties of specific energetic materials
subjected to different stimuli [6]. These tests are often expensive, the results are difficult to relate
to practical scenarios, and the knowledge gained can only be incorporated into the design process
after the fact [2]. In addition, many of the current modeling efforts, such as shock initiation
hydrocodes (codes which model the dynamics of stress wave propagation through a material), rely
on oversimplified and often unrealistic assumptions of chemical kinetic processes to model energy
release in the material. Many of the current hydrocodes rely on empirical curve fits to reconcile
model predictions with experiments [2]. Due to the predictive shortcomings in both modeling and
experiments, it is highly desirable to develop a model based on first principles that can provide an
understanding of the fundamental physical processes that occur during the initiation of an energetic
material.

The research discussed here is based on a micromechanics approach to hot spot formation and
growth to detonation [7]. Hot spot thermal histories predicted by this model are the direct result of
solving basic conservation laws (mass, momentum, energy) for a small control volume of material
adjacent to an internal void that has been shock compressed. While microscopic hot spot models
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such as this predict the history of a single hot spot, it should be emphasized they do not relate
directly to experimentally measured quantities such as detonation run-up distance. That is, the
formation and evolution of a single hot spot cannot uniquely determine the response of the bulk
material during shock impact. The two are closely coupled through the fundamental hydrodynamic
and thermodynamic attributes of the material, processes that are beyond the scope of the present
work.

1,2 Background

Previous research has shown that a small fraction of voids in a condensed-phase, energetic
material can substantially increase the materials sensitivity to initiation by shock impact [5-8]. This
ignition phenomenon is clearly demonstrated when certain high-energy propellant formulations and
explosives are observed to detonate at shock pressures well below the level necessary for thermal
ignition from bulk heating alone. In some cases, the energy transmitted from a relatively weak
shock wave is sufficient to initiate a sustained reaction which, following an induction period, can
transition to a high-order detonation. Although the exact physical processes which occur during
ignition are unknown, it is generally accepted that initiation in the energetic material begins at
isolated 'hot spots' in the material. The hot spots are formed when mechanical or electrical energy
from an external stimulus is converted into heat at highly localized regions, usually at or near
discontinuities in the material. Hot spot initiation occurs at locations that retain sufficient thermal
energy to start chemical reactions in the material. This phenomenon was very clearly demonstrated
in the recent work of Baillou [8], where several batches of nearly identical RDX crystals showed
significantly different shock ignition thresholds. It was noted that the only difference between the
two samples was the size and quantity of internal voids due to their respective manufacturing
processes.

Several thermo-mechanical mechanisms have been suggested [9-13] as potential hot spot
sources. These include: friction between adjacent grains, jetting of material fragments across
voids, hydrodynamic pore collapse, viscous heating and internal shear, and shock interactions at
density discontinuities. Much of the experimental data and analytical modeling of hot spots indicate
that the specific mechanisms responsible for hot spot formation depend on the physical and
thermodynamic properties of the héterogeneous materials, as well as the means by which the
energy is transmitted to the material from an external source (e.g., shock, shear, thermal heating,
fragment impact, etc.). For low porosity ( < 10% ) shock-impacted nitramines, Khasainov et al.
[9] postulate that heating due to plastic work at pore interfaces is the dominant mechanism for hot
spot ignition. Others that have contributed to the understanding of viscoplastic heating effects in
energetic materials include: Butcher, Carrol, and Holt [14], Khasainov, Borisov, and Ermolayev
[15], Dunin and Surkov [16], Attetkov, Vlasova, Selivanov, and Solov'ev [17], and Maiden [18].

2




13H Mechanism

Two key elements in understanding the detonation hazard associated with energetic materials
include the identification of the dominant physical processes involved in: 1) hot spot formation,
and 2) the subsequent growth to detonation or quenching of the reaction. Research suggests that
hot spot formation depends strongly on the microstructural, mechanical, thermal, and chemical
properties of the material. It is important, therefore, for any predictive model to include these
affects. Item 1, hot spot formation, is the focus of the research reported here. The work focuses
on the thermal/mechanical processes that act to transfer compression work of the shock wave into
localized high-temperature ignition sites. It is shown that under certain initial conditions (pore size,
shock pressure, etc.), localized heating can lead to release of chemical energy that exceeds that
dissipated by heat losses. Under these conditions the reaction and hot spot can grow, coalesce
with other hot spots and start large scale deflagration (burning) of the bulk material, which can lead
to detonation. '

An illustration of the process of hot spot initiation by shock wave, leading to detonation, is
shown in Fig. 1.1 [20]. This figure shows a snapshot in time when the material behind the shock
is at various stages of decomposition. In order to model the complete sequence of events
associated with inadvertent ignition leading to detonation, one must couple the transient behavior of
each Lagrangian material location with the overall hydrodynamic attributes of the propagating
shock wave. The current research focuses on the micromechanical processes that occur in the
vicinity of a single void.

Deflagration Initiation, Collapsing Unshocked
in bulk ignition and voids forming material
material coalescence hot spots

of hot spots

Fig. 1.1 Illustration of shock induced, hot spot formation and growth, in a porous,
condensed-phase, energetic material (The darkened area represents material that has
burned). Sketch reproduced from [20].




1.4 R h Objectiv

The main goal of this research is to develop methods to minimize the possibility of inadvertent
ignition and detonation of energetic materials. It is virtually impossible to design less shock
sensitive energetic materials without a knowledge of the physical processes occurring during hot
spot ignition. Important physical processes involved in hot spot formation are known to include;
heating effects due to the interaction of the shock wave with a void in an energetic material, melting
of the energetic material, heat conduction in the material, and chemical reaction in the material. Of
special interest in this research is the determination of the dominant physical processes occurring at
different times during hot spot formation. In addition, it is known that hot spot formation is highly
dependent on the mechanical, thermal, and chemical properties of the energetic material. The role
that some of these properties play in hot spot formation is examined.

To analyze the mechanisms involved in hot spot formation in porous, condensed-phase,
energetic materials a micromechanical model, based the conservation equations, has been
developed. This model treats the dynamics and thermodynamics of a collapsing spherical void and
the energetic material surrounding the void that have been subjected to a known stress-time profile.
Processes such as viscoplastic heating, phase change, finite-rate chemical reactions, heat and mass
transfer between the condensed phase and the void are included in the model. Heat conduction in
the condensed phase is modeled using a finite difference method. A gas-phase energy balance is
used to track gas-phase temperature. Temperature and pressure dependent viscosity, yield
strength, and melt temperature, in the condensed phase are included. The sample results presented
here treat a nonreactive material with constant physical properties. For additional results including
reactivity and temperature-dependent material properties, see [7].




2 REVIEW OF LITERATURE

2.1 Introduction

* As mentioned in the previous section, shock ignition of heterogeneous, energetic materials has
been studied a great deal in recent years. Advances in experimental and modeling techniques have
led to significant progress in understanding the thermo-physical processes of shock initiation. It is
generally agreed that initiation begins from very small hot spots, created by highly localized heating
in the material. This section presents a brief overview of some of the most widely proposed models
for hot spot formation including; adiabatic compression of trapped gas, localized adiabatic shear of
the material during mechanical failure, hydrodynamic shock focusing, and viscoplastic void
collapse.

2 Non-Viscoplastic H. Mechanism

A general consensus has emerged from much of the research conducted in the area of shock
initiation of heterogeneous energetic materials. It is generally accepted that; 1) initiation in these
materials occurs at isolated, high temperature regions called hot spots, 2) these hot spots are
thermal in origin and are usually formed from the interaction of the shock wave with defects in the
material, and 3) hot spot formation depends on the material's mechanical, thermal and chemical
properties. Contention arises, however, in the many different mechanisms of hot spot generation
that have been proposed over the years [21,22].

It is well known that the introduction of voids in energetic materials causes increased sensitivity
to shock ignition. In fact, explosive manufacturers commonly add artificial cavities to increase the
detonability of insensitive energetic materials [23]. For this reason, many of the proposed hot spot
models focus on shock induced void or cavity collapse as the mechanism of hot spot formation.
These models include the adiabatic compression of gas in a collapsing cavity, hydrodynamic
cavity collapse, viscoplastic heating of the condensed-phase material surrounding a collapsing
cavity, and the development of shear bands in the solid.

2.2.1 Adiabati m ion .

Bowden and Yoffee were among the first researchers to show that the rapid compression of
gas filled cavities is a key factor in the shock sensitivity of liquid explosives [24]. These
researchers suggested that gas trapped in a shock collapsed void is compressed adiabatically to a
very high temperature. Energetic material surrounding the void is then heated by the high
temperature void gas. Chemical reactions, leading to initiation of the energetic material, may result
if the material temperature exceeds the ignition temperature.




Advances in high speed photographic techniques have allowed researchers to directly
photograph bubble collapse in shocked materials. Chaudhri and Field [25] photographed air
bubbles in water as it was collapsed by weak shock waves (Pg ~ 1 GPa). The bubbles studied in
this work ranged in size from 50 pm < d < 1 mm. When these collapsed bubbles were placed in
contact with a sensitive explosive (Ag03), initiation was observed. When a collapsing air bubble
of the same size was placed only a few micrometers from the explosive surféce, no ignition
occurred. The gas specific heat, which was expected to play an important role in the transfer of
heat from a gas to a solid, was found to be was found to be a critical parameter in the ignition of
the explosive.

Field, Swallowe, and Heavens [26] photographed the low velocity collision of two (d = 0.2
mm) bubbles in nitroglycerin. After the collision, a slit-shaped air gap trapped between the drops
was compressed, and subsequently led to ignition of the nitroglycerin along the entire length of the
air gap. It was concluded that the pressure generated by the collision was much too low to cause
ignition of homogeneous nitroglycerin, and that ignition was caused by the high temperature in the
air gap caused by gas compression. ' '

Conducting experimental and modeling work, Starkenburg [27] concluded that gas
compression does not occur adiabatically. However, it was shown that gas compression is a
dominant mechanism in hot spot formation if the gas compression rate, compared to that of shock
compression, is low, and relatively large void sizes (d > 1 mm) are compressed.

It is also known that cavities subjected to stronger shock waves can collapse asymmetrically to
produce a liquid jet in the void. This high speed liquid jet then impinges on the downstream side
of the cavity, effectively isolating the gas into two lobes. These lobes then collapse compressing
the gas trapped inside. Bourne and Field [28] studied large air bubbles (3 < d <12 mm) in inert
gelatin, collapsed by shocks of strength Ps < 3.5 GPa. These researchers detected light emission
from the two compressed gas lobes, and estimated that temperatures from 750 - 1000 K were
achieved in the adiabatically compressed gas. Partom [29] used the adiabatic gas compression
model, coupled with a one-dimensional hydrodynamic-reactive code, to calculate the entire hot spot
formation, and subsequent growth-to-detonation process in the explosive PETN.

These experimental and modeling results show that adiabatic gas compression is, in some
cases, a viable mechanism for hot spot formation. However, other experimental work has shown
that this mechanism is not the controlling mechanism for most shock initiation situations, which

have higher compression rates [30].

2.2.2 Hydrodynamic Void Coli :
Another void collapse model was proposed by Mader [31,32] to explain hot spot formation due
to shock wave interaction with density discontinuities. In this model the upstream surface of a




cavity in a compressible energetic material is accelerated by a shock wave and impinges on the
downstream side of the cavity. This high-speed impact produces a high impact pressure which is
amplified by convergence effects during the cavity collapse. The hot spot is caused by heating
produced by the compression of the solid-phase material from the high pressure impact. Mader
incorporated this model into a two-dimensional numerical hydrodynamics code to compute hot spot
formation and detonation in nitromethane.

2.2.3 Localized Adiabatic Sh hear B

It is well known that plastic deformation is an efficient way to convert mechanical energy to
thermal energy [26]. In most crystalline solids, plastic flow occurs inhomogeneously along
crystallographic slip planes, called shear bands. A temperature rise in the deforming material, due
to energy dissipation by plastic and viscous work, is likely to be non-uniformly distributed along
these shear bands, with the material outside of these bands undergoing little or no plastic
deformation and heating. Significant local temperature rises, leading to hot spot formation can
occur due to this deformation [33].

Recent advances in experimental methods, including high-speed photography and heat
sensitive film techniques, have allowed direct observation of shear bands in explosive crystals
subjected to shock and impact [34]. Field, Swallowe, and Heavens [26] and Field, Palmer and
Parry, [34] have shown that localized shear appears in samples of explosives impacted at levels
just below that required for ignition. These and other researchers have also shown that ignition
begins at, and propagates from, clearly visible shear bands during high velocity impact testing.

Grady and Kipp [35] have derived expressions for shear band spacing, width, and growth
times based on catastrophic growth model of unstable thermoplastic shear. These calculations
relate shear band characteristics with thermal properties of the material and the dynamic loading
data. Krishna Mohan, Bhasu, and Field [36] have compared impact induced shear bands in PETN
with these calculations and found fair agreement between observed and calculated shear band
spacing.

Several researchers have attempted to calculate the temperature rise in shear bands. Chaudrhi
[33] calculated the maximum temperature rise expected for different plastic strain rates and
concluded that high strain rates can create a temperature rise necessary to increase the temperature
of HMX its above ignition temperature. He concluded that the maximum temperature is strongly
dependent on the material melt temperature. Boyle, Frey and Blake [37] determined the maximum
temperature rise in a shear band by imposing a shear velocity across an arbitrary thickness of
several explosive samples. These researchers found that the maximum temperature in the shear
band depended on pressure, shear velocity and material viscosity. They also derived an expression
from their model which appeared to properly separate ignition and non-ignition occurring in
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experiments. Coffey [38] and Tamokoff, Fayer and Dlott [39] analyzed shear band generation by
shock and impact and concluded that energy dissipation in the shear band is a quantum mechanical
process called multiphonon up-pumping. In this mechanism, energy is transferred to molecule's
internal vibrations by photons generated by shock induced dislocation movements.

In addition to those discussed above, descriptions of many other models appear in the literature
[40-42]. Many of the models proposed to describe hot spot formation are of questionable value in
predicting shock sensitivity of explosives. This is because most of the models mentioned above
(with the exception of the gas compression model) do not relate parameters such as pressurization
rate, porosity, pore size, and viscosity to ignition thresholds [30]. These parameters have been
shown to be important in shock sensitivity of energetic materials.

2.3 Viscoplastic H Model

One model that has success in predicting some of the above mentioned features, and is
therefore popular among researchers, is the viscoplastic pore collapse model. (Some of these
studies are summarized in Table 2.1). This model originated in the study of bubble collapse in
liquids. Rayleigh [43] derived an ordinary differential equation describing the symmetrical
collapse of a gas-filled bubble surrounded by an inviscid, incompressible liquid.

Experimental work by Zababakhin [15] has shown that the dynamics of bubble collapse in a
viscous liquid depend strongly on a non-dimensional parameter that relates the viscous forces of
collapse with the inertial forces. This parameter is referred to as the pore Reynolds number, and is
defined as,

Re* = 30\/ P(Ps - pyo)/Ll 2.1)

where L and p are the viscosity and density of the material surrounding the void, ps is the shock
pressure, Pyo is the plastic yield strength of the solid material and ag is the initial bubble diameter.
For values of Re* > 8.4, the bubble collapses very rapidly with inertial effects dominating. For
this type of collapse the hydrodynamic collapse mechanism discussed above may be important
[30]. For values of pore Reynolds number much less than 8.4, the collapse is viscous dominated,
leading to much slower collapse velocities.

Carroll and Holt [44] developed a simplified hollow sphere model, similar to the bubble
collapse model, to approximate the dynamic compaction behavior of shock-loaded porous
materials. In this model, the inner sphere radius and porosity were assumed to be characteristic of
the average void size and porosity of the material. A differential equation, which included the
effects of elastic-plastic work and kinetic energy, was used to describe the spherically symmetric




collapse of the hollow sphere. Three phases of the pore collapse process were found; an initial
elastic phase, a transitional elastic-plastic phase, and a plastic phase. The porosity change during
the first two phases of collapse was found to be negligible. In addition, the effect of elastic
compressibility on pore collapse was found to be small.

Butcher, Carroll, and Holt [14] improved the model by including deviatoric stress (porosity
dependent yield strength) and material viscosity effects. They observed generally good agreement
between experimentally obtained data for shock compaction in porous aluminum.

Khasainov, Borisov, and Ermolayev [15] modified the model to include the viscoplastic
heating mechanism and calculated the critical pore radius needed to form hot spots for low pore
Reynolds number collapse (Re* << 1). By comparing the characteristic times for sphere cooling
by conduction and viscous collapse, a critical pore diameter at which the influence of heat
conduction becomes important was determined. This value was found to be,

aB = 21fu0€/(Ps - pyo) (22)

where o is the material thermal diffusivity. For pore sizes much greater than this critical value,
conduction can be ignored, and most of the heat dissipated by viscoplastic work is localized very
near the pore surface, leading to very high local temperatures. By neglecting conduction, an
expression for the pore interface temperature as a linearly increasing function of time was derived.
This expression was used to estimate the time required to the reach the ignition temperature of the
explosive PETN. '

By equating the energy generated by viscous heating with the chemical energy needed to
produce thermal explosion of the material, Khasainov, Borisov, Ermolaev, and Korotov [36]
derived an expression for ignition temperature. They then incorporated this model into a one-
dimensional Lagrangian computer code to calculate hot spot growth to detonation in the explosive
PETN.

Dunin and Surkov [16] and Attetkov, Vlasova, Selivanov, and Solov'ev [17] extended the
model to include melting effects near the vicinity of the pore. Carroll, Kim, and Nesterenko [45]
included melting effects and temperature-dependent material yield strength and viscosity. These
researchers found that the inclusion of both melting and temperature dependent properties could
result, under certain conditions, in the transition of the pore collapse from a viscous to an inertia
dominated collapse, even for pore Reynolds number values less than one.

Frey [30] used this type of model to study the effects of pressurization rate, cavity size, and
material properties on hot spot formation. He found that viscous heating is the most efficient
heating mechanism and is dominant when the pressure rise time is short, viscosity is high, and/or




yield stress is low. In addition, the pressurization rate was found to have a large effect of the
inertial / viscous collapse regime.

Each of these studies has shown that the viscoplastic heating mechanism is very efficient way
to convert mechanical energy from pore collapse into heat, predicting high temperatures in the
vicinity of -the pore. Many of the temperatures predicted by these models are greater than
experimentally observed temperatures required to initiate chemical decomposition of an energetic
material. However, none of these models includes the affect of chemical decomposition of the
energetic material.

Khasainov and others [46] extended the viscoplastic pore collapse model to include a single

Arrhenius-type chemical reaction at the pore surface, mass transfer from the material to the pore
gas, and a Arrhenius-type single gas-phase decomposition reaction. These researchers found that
this model could describe both the initiation and quenching of a reactive hot spot, and used the
model to predict the experimentally observed shock sensitivity on pore size and porosity.
In a more detailed viscoplastic hot spot model, Kang, Butler, and Baer [7] included detailed finite-
rate chemical kinetics in the gas and condensed-phases, mass transfer from the condensed-phase to
the gas-phase, heat conduction, melting, and variable material properties. They predicted the affect
of material properties, pore size, and material porosity, on the ignition thresholds of an explosive
subjected to constant and dynamic shock loading conditions.




3 MODEL FORMULATION

3.1 Introduction

The purpose of this section is to present a physical description and the governing conservation
equations for viscoplastic hot spot formation in condensed-phase energetic materials. In Section
3.2, a brief description of the physical processes and the sequence of events believed to preceed
viscoplastic hot spot formation is presented. A description of the geometrical configuration used in
developing the mathematical model is presented in Section 3.3, and assumptions made to simplify
the mathematical model are given in Section 3.4. In Section 3.5 the general form of the partial
differential equations governing viscoplastic pore collapse are introduced. The interface,
boundary, and initial conditions needed to solve the system of equations are also given in this
section. To reduce the complexity of the system of PDE's and make an efficient numerical solution
of the equations possible, the condensed-phase continuity and momentum equations along with the
gas-phase equations are integrated to yield a set of ordinary differential equations (ODE's) for the
motion of the pore interface, and for the macroscopic pore gas properties. This is outlined in
Section 3.6.

2 Physical Description of H. Formation

Before proceeding with the mathematical analysis and development of a computational model to
simulate viscoplastic pore collapse, it is instructive to first discuss some of the physical processes
that occur during shock-induced void collapse in an energetic material. Previous research [7]
suggests that hot spot formation by the viscoplastic mechanism may occur in a well-defined
sequence of events. As a shock wave propagates through an energetic material, an increase in
stress in the bulk of the material behind the shock wave occurs. For weak shock waves this stress
is not enough to cause significant compression of the matrix material. However, the shock induced
stress may be high enough to cause deformation of the material surrounding voids and other
material irregularities [47]. It has been shown [44] that void collapse occurs in three distinct
phases; i.) a totally elastic collapse phase, ii.) an elastic-plastic collapse phase, and iii.) a totally
plastic collapse phase. Pore collapse in the elastic and elastic-plastic phases accounts for very little
of the actual pore motion during collapse. Most of the pore motion takes place in the totally plastic
collapse phase after yielding of the material has occurred.

During the final phase of collapse, mechanical energy is converted to thermal energy by
viscous dissipation and local plastic work. The energy conversion leads to heating of the matrix
material, and is dependent on the viscosity and plastic yield strength of the material. Viscoplastic
heating is concentrated very near the surface of the void, in the region of the highest flow velocity
(largest plastic deformation). As viscolastic heating of the matrix material occurs, heat is also
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removed by conduction to the inert void gas and to the lower temperature matrix material. If heat
removal by conduction is sufficient to balance heat generation by viscoplastic work, no temperature
rise occurs in the material adjacent to the pore. However, if heat generation is greater than heat
removal by conduction, the temperature near the pore surface increases, forming a thermal hot spot
in the material.

At sufficiently high temperatures, melting and chemical decomposition of the condensed-phase
material may occur. Decomposition at the void interface causes the transfer of chemically reactive
vapors into the pore. Following an induction period when reactive vapors collect in the pore, the
high gas pressures and temperatures, due to the compression of the gas during the collapse and
heat transfer from the hot condensed-phase, may cause ignition of the reactive vapors. If the
amount of heat released by the chemical reactions exceeds the heat conducted away from the pore,
surface ignition of the gas-phase can transition to steady burning. On the contrary, the reaction
quenches when energy losses due to thermal conduction exceed energy production from reaction.

Ideali metry for H Model

In most cases of interest, voids present in energetic materials are of irregular shape. In the
present study, however, an ideal hollow sphere geometry [44] is used to develop the mathematical
description of hot spot formation by viscoplastic pore collapse. This geometry is shown in Fig.
3.1. Here, the inner pore radius is representative of the average pore size in a much larger sample
of material containing multiple, randomly distributed voids. The porosity of the control volume is
representative of the macroscopic material porosity, and is defined as;

Fig. 3.1 Hollow-sphere geometry used to model viscoplastic hot spot formation.




bV - (_a_f
Ve+Vy, \b 3.1)
where Vg and V are the gas and condensed-phase volumes respectively, and a and b are the inner
and outer pore radius of the hollow sphere. -

3.4 Model Assumptions

In addition to assuming an idealized spherical geometry, several other assumption are made to
reduce the complexity of the mathematical analysis. These assumptions, with justification, are:

1) The condensed-phase material is incompressible and isotropic. The assumption of
incompressibility is valid for solids subjected to weak shock waves, since very strong
shock waves are needed to produce compressibility effects in solids [47]. It has been
shown [44] that most of the volume change that occurs during the compression of porous
materials is due to the collapse of voids in the material.

2) The flow of the material is spherically symmetric in the vicinity of the void. This
assumption is valid for cases where the time required for the shock wave to pass over the
cavity is very short compared to the pore collapse time. For a 100 um void, assuming a
speed of sound of 2,500 meters per second (typical of solid energetic material), the shock
transit time is approximately 40 ns. This is several orders of magnitude faster than the
characteristic viscous collapse time.

3) The condensed-phase is an ideal, viscoplastic material. Figure 3.2 illustrates the stress-
strain behavior of this type of material. Note that deformation occurs only in the totally
plastic regime after the shock amplitude exceeds the material yield strength. This
assumption is consistent with the observation of Carroll and Holt [44] that volume changes
in the elastic and elastic-plastic phases of collapse are negligible.

A atT, P,
. at T, p;
;
w
4>

Strain rate, €

Fig. 3.2 Stress-strain rate curves for an ideal viscoplastic material.




4) Thermal conductivities of the gas and condensed-phases are constant. In addition, the
specific heat of the condensed-phase is also assumed to be constant. It is very likely that
these assumptions are not valid, due to the large temperature changes encountered during
hot spot formation. However, the lack of experimental data for these quantities makes this
assumption necessary.

5) Gas-phase pressure dependence is predicted by a real-gas equation of state. For the high
density gas states possible during the pore collapse, the behavior of the gas phase is likely
to deviate substantially from ideal gas behavior.

verning Differenti ions in General Form

The mathematical model consists of a set of differential equations governing the transient
processes occurring in the condensed and gas phases. The behavior of each of these regions is
described by the continuity, momentum and energy equations. These governing equations along
with the initial and boundary conditions for the model are described in the following sections.

1 General Form of th ndensed-Ph vernin i

For the one-dimensional, spherically symmetric flow of an incompressible, chemically reacting
material, the Eulerian form of the governing conservation equations are written in general form

below;




In the previous equations r and 6 are the radial and tangential coordinates in the spherical
coordinate system, and t represents time. For an ideal viscoplastic material the stresses appearing
in the previous equations are defined as,

u 2=
G, =—p. — 4. —= - =Y_sign(u,
r = Pec He = 3 LS8 (u) (3.6)
u 1=
=—p. — 2U.-S — =Y.si
g Pc He - 3 sign(u,) 3.7

These stresses depend on the condensed-phase thermodynamic préssure, Pc, and the material
properties viscosity, ¢, and plastic yield strength, Y. The sign(uc) convention is necessary to
retain the proper directions of the stresses during pore collapse and subsequent expansion. For
radial velocities greater than zero (pore expansion) the term sign(uc) = 1. For pore collapse
(negative velocities) sign(uc) =-1.

The energy conservation equation, (Eq. 3.4), is a balance between the internal energy
accumulated at a radial position in the flow field, the energy convected away, the conduction of
heat from the position, and the generation of heat by viscoplastic dissipation written as, |

2 la, |

u - I
d =12p, ¢ +2Y, —<
c cr2 c (3.8)

A detailed description of the complete set of governing equations and derivations is given in [7].

3.5.2 General Form of the Gas-Phase Governing Equations

The gas-phase governing equations describing an unstaedy, compressible, chemically reacting
flow are,
mass




energy

k (3.11)
species
oY, aYk) 1 a( ) k)
+ =——|p,D +
pg( 5 Ty )T Zar Pt T )Tk 612
equation of state
Pg = Pg(Pg,Tg) - (3.13)

Equation 3.9 expresses mass conservation for a spherically-symmetric volume of
compressible, chemically reacting gas, where the quantities ug and pg represent the gas-phase
velocity and density, respectively. The stress components in Eq. 3.10, which balances the inertial
forces and the stresses occurring during gas compression, are written as,

e
r-SMegl v, T .
37\ o (3.14)

2 du, u
Top = -gug(——a £ -‘—g)
r T (3.15)

Equation 3.11, the gas-phase energy equation, contains many terms that are similar to those
contained in the condensed-phase energy equation. These include the energy accumulation,
convection, conduction, dissipation, expressed as,

4 du, u
D =—pu (_i__g)
& 378 or r (3.16)

and chemical energy release term. In addition, the gas energy equation contains a compression
work term, a term arising from the enthalpy flux carried by molecular species diffusion, and a
radiation heat transfer term. Equation 3.12 is the species mass conservation expression for the gas
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phase and Eq. 3.13 is an general expression of a real-gas equation of state that relates the gas
pressure to gas density and temperature.

Interface. Boun Initial Condition
In order to solve the set of coupled, differential governing equations that comprise the
mathematical model, the appropriate boundary and initial conditions must be specified. The initial

conditions are:
uc=ug=0 (3.17a)
Pg = Pgo (3.17b)
Te=Tg=T, (3.17¢)
Yx = Yo ' - (3.17d)
a=a, (3.17¢)
b=bg (3.17%)

The boundary conditions at the inner pore radius, r = a, are;

—£& -9

or (3.182)
M _ |

or (3.18b)
@ _

or (3.18¢)
Yy _

or (3.18d)

At the outer pore radius, r = b, the boundary conditions are,

Cr= 'pS. (3.186)
e _ ¢
or (3.181)




In this research ps is modeled as a sustained shock with a constant amplitude that is applied
instantaneously at time, t = 0. At the boundary between the gas and condensed phases, mass,
momentum, energy and species balances lead to the following equations;

mass

{pcG@-uo)} {Pga u )} me (3.192)
mgzmgn;mn

20 . .
Pg —Pc Y “Trg " T T {_mcuc + mgug}i
i

(3.19b)
energy
{p (e +-1-u2)(u —a)+|— aT —E4p th( -D, Ny
g\’g 2 g g a g ar
—p.(e +lu JT —ggé
pc C 2 C C ar a
—Ug (_pg + Trr,g) +u. (_pc + Trr,c)}i = _qi,rad (3.19¢)
femperature
Tei=Tg,i (3.19d)
species
. D, oy, . :
{PcYy(u, —a)}i {Png( u, ‘? ark —a)} =0y
. k i (3.19¢)

R Form of min jon.

The governing equations presented above form a general set of coupled PDE's that describe the
dynamic and thermodynamic behavior of a hollow sphere subjected to an externally applied stress-
time profile. It is possible to simplify many of these equations in order to make the numerical
solution of the equations less computationally intensive. This section describes methods used to
transform the condensed-phase mass and momentum equations and the gas-phase governing
equations from PDE's to ODE's.




3.6.1 Motion of the Pore Interface
The integration of the condensed-phase mass and momentum equations, with the application of

the proper interface and boundary conditions leads to an expression for the radial acceleration of
the pore interface. The integration of the condensed-phase continuity equation (Eq. 3.2) with the
substitution of the radial velocity interface condition (Eq. 3.19a) into the result, gives an
expression for the velocity field in the condensed-phase. The resulting expression depends only on
the radial position in the condensed phase and the position and velocity of the pore interface,

a . Iilc
C |,2 p

where a is the pore radius, and a is the radial velocity of the pore radius.
By substituting the above expression for velocity (along its spatial and temporal derivatives),
integrating from the inner radius, r = a, to the outer radius, r = b, and applying the momentum

boundary conditions at these radii, an expression for the acceleration of the pore interface, a is
found,

pc{ . (_';_) (1-0%) + g(a--ﬁf)[m (1—¢1/3)-(é—‘§—j)(1-¢“’3)}}
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3.21)
where,
i b
py = 1222 4 -2 j u—‘fdr
Pc )T
(3.22)
bY
=-2sign(u —<dr
Py gn(u,) [/ - 523

The integral quantities, py and py represent the pressures arising from viscous and yield
stresses that resist pore motion. By integrating the mass and momentum equations, the partial
differential equation representing momentum conservation in the condensed phase is reduced to an
ordinary differential equation for the acceleration of the pore interface. The solution of the pore
motion acceleration equation for the velocity, and position of the pore interface allows the
determination of the velocity field in the condensed-phase from Eq. 3.20.
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2 Integr Form of th -Ph ions:;

The gas-phase governing equations (Egs. 3.9 - 3.13) can also be reduced to ordinary
differential equations by integrating the equations over the entire gas volume. The integral forms
of the governing equations are then written in terms of the average gas properties in the pore. In
order to simplify this analysis several other assumptions are made about the gas phase and gas-
condensed phase interface;

1) The pressure is uniform throughout the gas phase. This assumption is valid for low Mach
numbers in the gas phase.

2) The gas-phase normal viscous stress is small compared to the hydrostatic pressure at the
pore interface, (Trr)gi << Pg,i-

3) The gas-phase conduction and diffusion heat flux can be expressed as [7],

or or S

oT oY T, - T,
{—kg—£+ nghk(—Dg—L)} = k, 2 —=
k i g (3.24)

where 3y is the thermal boundary layer thickness in the gas phase.

4) The radiative heat flux is modeled as,

. 4 _ 4
Orad = egcrad(Tg _Tc,i) (3.25)

The integrated gas-phase equations describing the average pore gas density, temperature, and

species, are;

density

d_P_g_=_§(a_@_cJ

dtal Py (3.26)
temperature

dT, 3 { T, -T
g C,1 g 4 4 .
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BV 4t a Sg

) 1 . . ;
+mc(hg,i + Eug’i) - Zek,g ((Ok,i + mCYk,C)} - Z(ek,gﬁ)k)
k k

(3.27)




species
ay, . . 3p. .
—L =@ +=f0y; +m (Y —Y
pg dt k a[ k,i mc( k,c k)] (3.28)
equation of state
p _PeReT,
®1-mp, (3.29)

In Eq. 3.27, the integrated gas-phase energy equation, the rate of energy accumulation in the
pore, is balanced by heat transfer to the condensed phase by conduction and radiation, work due to
compression of the gas, and enthalpy flux into the pore due to mass transfer at the pore interface
caused by chemical reaction. Energy is also generated by chemical reactions within the gas phase.
Additionally, the interface energy condition can be simplified to;

aT,

“' or

k g 5

=k

r=a

4 i
+€40a4 (Tg - Tei)+

g

. 1 (Ter)e,i .
mc[(hg,i —h. )+ '2—(112,1 - 11<2;,i) + —“—g == —(ug; — uc,i)a]
[

(3.30)

3.7 Approximation of the Condensed-Phase Energy Equation

In the previous section the reduced forms of the governing equations were presented. An
integration technique was used to transform the general pore gas partial differential governing
equations into ODE’s describing the average pore gas temperature, density, and concentration. An
ODE expression for the acceleration of the pore interface was derived from the integration of the
condensed-phase mass and momentum equations. By writing the governing equations in ODE
form it is possible to take advantage of efficient ODE numerical solution algorithms. The technique
used to transform the condensed-phase energy equation from a PDE into an ODE is presented
below.

Since the condensed-phase is deforming during pore collapse, it is convenient to use a
Lagrangian form of the energy equation in the solution,

2
o, 9Te k{a T, 29T,

dt or2 r or )+d)°+q°h

(3.31)




where dT¢/dt represents the total time derivative of temperature for a particle mass that is convected
with the flow. The contribution to the rate of temperature change for this particle involves viscous
dissipation and plastic work, heat release by chemical reaction, and thermal conduction. Due to the
thermal conduction term in the energy equation, the solution of this equation involves the
determination of the temperature field in the condensed phase region. It is important to correctly
model the condensed-phase thermal field, especially near the pore interface, since chemical
decomposition and reaction in the condensed-phase is dependent on the material’s temperature.

Rather than solve for the thermal field in the entire condensed-phase region, a previous
approach in viscoplastic hot spot modeling [14,7] was to use a classical integral transformation
method to develop an approximation to the interface temperature. This simplifies the problem by
converting the energy PDE to a single ODE involving the interface temperature. However, the
application of the classical integral approach requires the assumption of a thermal profile in the
condensed-phase. Both exponential and polynomial expressions have been used for this purpose.
Instead of introducing the assumption of a known temperature profile in the condensed-phase and
using the classical integral approach to approximate the condensed-phase surface temperature, a
finite difference method is used in the present model to solve the energy equation over the entire
condensed-phase region. In the method of lines, the spatially dependent thermal conduction terms
in the energy equation are replaced by algebraic approximations, which decouple the time and
space variables. The result is a system of explicit ordinary differential equations in time results.

In order to derive finite-difference expressions to approximate the heat conduction term in the
energy equation, the condensed-phase region must be discretized. Since the condensed phase is
assumed to be incompressible, a Lagrangian grid system is convenient for this purpose. This grid
is illustrated in Fig. 3.3, where the condensed-phase material is divided into n cells. From mass
conservation considerations the location of each cell node can be determined from the location of
the pore interface, a. The condensed-phase energy equation is solved at each cell node point,

designated rc in the figure.
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Fi g.' 3.4 Grid used to derive finite-difference approximations to the conduction
term in the condensed-phase energy equation.




In this model, Taylor series expansions are used to derive general, second order, finite-difference
approximations for the spatial derivatives in the condensed-phase energy equation.
At any interior grid point (2 < n < nc-1) the first derivative is approximated by the expression,

aTc,n - { 1 } .{(rc,n —Ten-1 )(Tc,n+l - Tc,n)
c,n—l)

or (rc,n+1 -r (rc,n+1 - rc,n)

_ (rc,n+1 - rc,n)(Tc,n—l - Tc,n)}

(fon —Ten-1) (3.32)

The explicit radial grid point distances, (rc,n+1 - Tc,n)s (te,n - Ten-1), and  (fe,n+1 - fe,n-1) are
retained in the finite-difference approximation due to deformation of the grid during pore collapse.
Equation 3.32 reduces to the familiar second-order, central difference approximation,

aTc:,n - Tc,n+1 - Tc,n—l
or 2Ar
if the radial distances between the cell control points are uniform.
The first derivative at the inner boundary node, n = 1, is specified by Eq. 3.30, the interface

energy equation,

oT 1 (Tg—Tc1) :

—5;4 = -—k—{—kg —g—8—°— +€405q(Tg — Tay) + 1 (hg; —ho;)
¢ & (3.33)

where the interface temperature T j in Eq. 3.30 is replaced by T,1, and the kinetic energy terms

due to mass flux at the interface are assumed to be small compared to chemical heat release and are

therefore neglected.
At the outer boundary (r = b, corresponding to node nc), the first derivative from Eq. 3.18f,

is,

a_TC_L‘E =0
or (3.34)
Taylor series expansions are also used to derive the approximations of the second derivatives. At
an interior grid point, 2 < n < nc-1, the second-order finite difference is

a2Tc,n ~ 2 }{ (Tc,n+1 - Tc,n) + (Tc,n—l - Tc,n)}
al.2 (rc,n+1 - I‘c,n—l) (rc,n+1 - I'c,n) (rc,n - rc,n—l) (3.35)
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where this expression reduces to the uniform-grid, second order, central finite difference for the

second derivative,

a?'Tc,n . Tc,n+1 _ 2Tc,n + Tc,n—l
o’ Ar?
A Taylor series expansion which incorporates the boundary condition at the inner pore radius is
used to derive the approximation for the second derivative at node n = 1. The derivative

approximation is;

a2T 2 Ar Ar
5 {Arz - Ar }{Aé (Tea =Te)~ 3 (Tea = Te)

_Z{Afz +Af3}ch,1 |
AryAr, dr (3.36)

where, AZ = (rc2 - Ic,1) and Af = (r¢.3 - I, 1)- By substituting the finite-difference approximations

to the conduction term into Eq. 3.31, the condensed-phase energy equation at grid point n

becomes,

dT 14 2 I
PcCc _d%-ll = kc(Tc,n + ;—'Tc,n J + (I)c,n + Qch,n
cn (3.37)

where T, and T, represent the first and second derivative finite-difference approximations,

respectively, ®c p is the energy dissipation term, and qch,n is the chemical energy generation term
at node n. The solution of the condensed-phase energy equation over the entire condensed-phase
domain gives rise to a total of nc ordinary differential equations for the condensed-phase thermal
field.




Table 3.1 Variables in the Condensed-Phase Governing Equations

variable description units

Pe condensed-phase density g/cm3

Cc specific heat ergs/ (g-K)

k. thermal conductivity ergs / (cm-s-K)

TH viscosity g/ (cm-s)

Y, plastic yield strength dyne / cm?

Pc pressure at radial position in condensed ~ dyne / cm?
phase

u, condensed-phase radial velocity cm/s

O, condensed-phase principal radial stress dyne / cm?

Cg condensed-phase principal tangential dyne / cm?
stress

T, condensed-phase temperature K

A viscoplastic energy dissipation term ergs / (cm3 - s)
Yy condensed-phase species k non-dimensional
Oy rate of production of species k by g/ (cm3-s)

chemical reactions




Table 3.2 Variables in the Gas-Phase Governing Equations

description

variable units

Pg density g/cm3

Cpg specific heat at constant pressure ergs / (g-K)
ky thermal conductivity ergs / (cm-s-K)
Hg viscosity g/ (cm-s)

Dg mass diff;lsivity cm?/s

Dg gas pressure dyne / cm?

u, gas-phase radial velocity cm/s

Tr gas-phase principal radial stress dyne / cm?
Tge gas-phase principal tangential stress dyne / cm?
T, gas-phase temperature K

hy specific enthalpy of species k ergs/ g

D, dissipation ergs / (cm3-s)
Oy production rate of species k - g/ (cm3-s)
B, gas-phase isobaric expansion coefficient 1/K
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4 RESULTS AND DISCUSSION

4.1 Introduction

It has been shown previously that viscoplastic heating is an effective mechanism in
producing localized, high temperature regions capable of causing chemical decomposition in
energetic materials. Hot spot formation due to viscoplastic pore collapse is a complex
phenomenon that depends on many different processes. These include viscous and plastic
heating, heat conduction, melting, and chemical reactions. In order to isolate some of the salient
features involved in viscoplastic hot spot formation, namely the affects of viscous and plastic
heating, and conduction, this section presents some results obtained from model simulations
conducted for a material that is not allowed to undergo chemical decomposition. Section 4.2
presents some of the important model variables for a simplified case of pore collapse in the
explosive RDX which is not allowed to undergo chemical reaction. The affects of material
parameters such as initial pore radius on hot spot formation are shown here.

4,2 Con Pr Model

When a shock wave is applied to the hollow sphere shown in Fig. 3.1, the response of the
material surrounding the void is determined by several factors including the shock pressure, the
yield strength and viscosity, and the void size. The following results show some of the
characteristics of the dynamics of the pore collapse process when the condensed-phase material
properties, yield strength and viscosity are held constant. Initial conditions used in this case are
summarized in Table 4.1.

Figures 4.1 through 4.4 show the temporal variation of some of the key thermophysical
properties predicted by the model during pore collapse. Results for three different shock
pressures are illustrated (250, 500, and 1000 MPa). The shock pressures studied here are an
order of magnitude below the level required to shock initiate the virgin material (i.e., no voids).
However, as demonstrated by Baillou, it is possible at these shock pressures to initiate reaction in
a sample containing defects (micron-sized voids). Figure 4.1 shows that the pore collapses
smoothly to an equilibrium value, with the final radius and the collapse rate determined by the
shock magnitude. As the pore collapses, it is known that heat is generated in the condensed-
phase material due to viscous dissipation and plastic work. The viscoplastic heating effects are
localized near the surface of the void. The right-hand axis of Figs. 4.2a through 4.2¢ show the
increase in pore interface temperature during collapse for each of the three shock pressures
studied. The left-hand axis indicates the magnitude of each term in the condensed-phase energy
equation (3.19c) when evaluated at the interface, r = a. The rate of temperature increase at the
interface depends on the collapse velocity, and therefore the high shock pressures give rise to
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Table 4.1 Initial Conditions and Constant Values

Variable Value Units
a 50x 106 m
a 0.0 m/s
do 0.05 none
Teo=Tgo=To 300.0 K
Pgo 1x10° Pa
Mo 50.0 m2/s
Yo 1.1x108 Pa
pc 1806.0 kg /m3
k¢ 0.260 W/ (m-K)
kg 0.083 W/ (m-K)
Co 1760.0 T/ (kg-K)
Og 5.67 x 10-8 W / (cm2-K4)
n 1.0 m3/kg

°
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Fig. 4.1 Temporal variation of pore radius for three shock pressures.




higher heating rates and higher maximum interface temperatures. This feature is illustrated in
these figures. When the pore collapse terminates, thermal conduction effects become dominant
(since deformation of the material no longer occurs), and the heat at the interface is conducted
radially to the condensed-phase material surrounding the void. The time at which this cross-over
occurs (i.e., the dominant term of the energy equation) corresponds to the time at which
minimum pore radius is reached. For example, for the case of ps = 250 MPa, it occurs at
approximately t = 2 yis, whereas for ps = 1 GPa, it occurs much sooner (t = 0.75 ps). The point
of cross-over also corresponds to a decrease in temperature from the peak values.

Pore gas pressure variation with time is shown in Figs. 4.3 for the three shock pressures
considered. Heating of the gas by compression leads to very high gas temperatures and pressures
for the high shock strength case (1 GPa). Since the pore collapses until the resistive stresses in
the condensed-phase material and pore gas pressure balance the external shock pressure, rapid
gas pressurization can be an important consideration in hot spot formation.
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Fig. 4.2a Temporal variation of the pore interface and gas temperatures and the
contribution of the three components in the condensed-phase energy equation. The
applied shock pressure is Pg = 0.25 MPa.
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Figure 4.3 Temporal variation of the pore gas pressure for three shock pressures.

4.3 Summary
From the results presented here, it is evident that viscoplastic heating can be an effective

mechanism-for hot spot formation. However, it seems unrealistic to expect temperatures on the
order of several thousand degrees in the condensed-phase material as predicted here. At such
high temperatures it is expected that the condensed-phase material will melt. Melting requires
latent heat removal which will affect heating. In addition, at high temperatures near the melting
point, the yield strength, and viscosity of the material will likely decrease, with the yield strength
going to zero as the material liquefies and can no longer resist stresses. For this reason it is
important in future models to include melting and temperature and pressure dependent properties
in the model. It is generally accepted that melting and the variation of the condensed-phase
viscosity and yield strength will have an affect on hot spot formation in energetic materials.
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